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Housekeeping

 This "LIVE" session is being recorded
Recordings are available to all Vivit members
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Monitoring the User Experience

Agenda

« HPE APM monitoring & management
solutions
« RUM:
« Monitoring with RUM
« RUM and Docker
« Application Health
* Predictive Analytics
« Service Level Management
« With an eye towards the future
¢« Q&A
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Forward-looking statements

This document contains forward looking statements regarding future operations, product
development, product capabilities and availability dates. This information is subject to substantial
uncertainties and is subject to change at any time without prior notification. Statements contained
In this document concerning these matters only reflect Hewlett Packard Enterprise’s (HPE)
predictions and / or expectations as of the date of this document and actual results and future
plans of Hewlett Packard Enterprise may differ significantly as a result of, among other things,
changes in product strategy resulting from technological, internal corporate, market and other
changes. This is not a commitment to deliver any material, code or functionality and should not be
relied upon in making purchasing decisions.

—
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HP confidential information

This Roadmap contains Hewlett Packard Enterprise (HPE) Confidential Information.

If you have a valid Confidential Disclosure Agreement with Hewlett Packard Enterprise ,
disclosure of the Roadmap is subject to that CDA. If not, it is subject to the following terms: for a
period of 3 years after the date of disclosure, you may use the Roadmap solely for the purpose of
evaluating purchase decisions from Hewlett Packard Enterprise and use a reasonable standard of
care to prevent disclosures. You will not disclose the contents of the Roadmap to any third party
unless it becomes publically known, rightfully received by you from a third party without duty of
confidentiality, or disclosed with Hewlett Packard Enterprise’s prior written approval.

—
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Users expect the world of your apps - Better give it to them

Instant gratification. It's the new norm

O Will abandon apps
—— after only three
O attempts or less

Say poor application
O  issues give lower
6 opinion of company

that created

—
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Waiting too long to respond to UX issues?
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Few app teams are proactive Lacking curiosity? Simply Negligent?
20% 12% 40%
O O O
of app teams will proactively examine of app/ops teams first learn about of app teams will release
user experience metrics in production UX issues through user applications into production that fail
complaints to meet UX objectives
— — Mobile App Usage & Abandonment Survey, and the IT Ops, APM & the User Experience Survey
Hewlett Packard . .
Dimensional Research
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Visualize, Isolate and Predict to be where you need to be...

With HPE APM - Treat your App like a \VVIP

Reduced MTTR

Ensure app revenue

Prevent outages

Lower |IT support costs

[
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Visualize

App performance for best end user experience
* Across any app type

« Real User Monitoring and Proactive Monitoring
« 360° view — across “end users” and infrastructure

You need to visualize your apps end to end, including
answer to:

Which app and What is the Which locations
transactions are @ business and users are

affected? Impact? affected?

—

Hewlett Packard
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Is the
infrastructure
implicated?
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Isolate

App performance issues

« To a specific app version, device, carrier,
etc..

« To a specific user flow all the way to the
line of code in the backend

« To a specific 3" party service

You quickly isolate issues within a business
context:

What is the full

What application

tier 1s the
bottleneck?

topology of the
application?

—

Hewlett Packard
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What component

IS the
bottleneck?
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Predict

Predictive analytics for app performance

« Early warnings for service outages

« Early catch of issues (based on volume drop)
« No manual thresholds required

You don’t want to wait for outages — proactively you need to
kKnow:

What apps and
transactions
are at risk?

What When did the

anomalies are

_ : g
occurring? ISsue begin”

—
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It Is a hybrid world

Visibility - Be all knowing. Monitor Websites, Enterprise app, Mobile and Cloud

services instantly from the perspective of your end-user

o ®
=3 d S 5
Traditional Private cloud Managed cloud Public cloud

\/

Agentless Proactive Monitoring and SLAsS

—
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Poll Question

What Is your primary concern with your
applications?

|
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Poll Question

Which of the following
use today?

| I—
Hewlett Packard
Enterprise

IPE APM tools do you



APM

Overview

[
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What is APM?

Gaining 360 degree visibility into the health of the end-to-end business applications for
all types of applications and infrastructure

User Backend Traceability
Experience
A O (( )) g Mobile,
o— [(JL"I] "lll' [J oo
- Enterprise
Business Pr(%th’eEAS) Monitoring ~ Real US&E“U'\:A‘;“HO““Q SiteScope Diagnostics Apps

Dashboard, Reporting, Alerting, Service Level Management &
Predictive Analytics

—
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This is a rolling (up to 3 year) Hewlett Packard Enterprise IT Operations Management Strategy & Direction and is subject to change without notice”

End-to-End Application health

Top down business view - monitor,
measure, and manage your application
according to the impact to the business
and your established SLA's.

Visibility into business processes and
services through role-based views

Proactively identify problems before they
affect end users.

Suite of components that help you
manage the application availability and
performance from the end-user
perspective all the way down to the
application and infrastructure level

—
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What i1s BPM?

 HPE Business Process Monitor (BPM) runs pre-recorded scripts against business services to
proactively identify performance and availability problems

» Agentless monitoring for availability and performance of distributed IT infrastructures and applications

» Virtual Users are simulated by running scripts at regular intervals from multiple locations

« Broad range of protocol support more than 50 protocols that emulate and measure end user business

-~

Public cloud

[
-l
é Home page Transfer Money ( P

Managed cloud

processes.

]
Virtual user from "‘
Switzerland Office

(]
Virtual user from
New York AT&T

(]

=
oty

[« ]
= i
Hewlett Packard

Enterprise Traditional 23
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Proactive End-User Monitoring — How it Works

o Record

Ble Edit Vew Insert

—
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3.13 seconds

@ f E=R RN ==
Qs C > CRERERE reo-/mo 7 -
@ Convert -

Select Flight [+

@ vNniTEDHl o
El
o

Departs : 6:42AM ORD
Arrives: 9330 AM SFO

Review

Business Hours

Replay

Virtual user from @

Switzerland Verify Banking Service (script)

il sl : ‘
! I:C;\:Sfc: rkmm ||| Home page l { Login ] Transfer Money Daﬂgg%ﬁ’, gﬂm’

Virtual user from @

Singapore 'Il

2

4

Transaction Response Time (sec)
& 33
1.815ec < .

1.31 seconds
2.20 seconds 21

1.51 seconds

—————————— 1.5
0.13 seconds 12 U\O\Q’——_/
6

2.61 seconds

Dashboard, Reports, Alerts and SLA's
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HPE BPM Protocol Support

Uracle e-business

Databases

Network

GUI
SAP

Remote Desktop

Others

<)

TruClient - Mobile

TruClient - Web
ORACLE
Oracle - Web

MAPI (Microsoft Exchange) POP3 (Post Office Protocol)

.
DNS (Domain Name
Resolution)

Web

E-.;.}__

TruClient - Native Mobile

|g |
-\_____f
Web - HTTP/HTML

ORACLE

Oracle NCA

T 2!
Oracle - 2 Tier

=2

FTP (File Transfer Protocol)

v "
| |
b A

SMP (SAP Mobile Platform)  \eb _ HTTE/HTML

Java over HTTP

=<

SMTP (Simple Mail Protocol)

b4

Windows Sockets

>~

IMAP {Internet Messaging)

Unified Functional Testing (UFT)

.;j'E" )
-
SAP - Web

e

RDP {(Remote Desktop

Protocol)

N

.NET

O

Silverlight

+ 4

SAP GUI

RTE (Remote Terminal
Emulatork

@

CVuser

Java Record Replay

&

Web Services

o

Citrice ICA

Java Vuser

P K

T
>

(@

T i

Siebel - Web

=V
LDAP (Listing Directory
Service)



This is a rolling (up to 3 year) Hewlett Packard Enterprise IT Operations Management Strategy & Direction and is subject to change without notice”

What is SiteScope?

-4 A 2 [ 16.55.247.191:8080/5eScope/Multiview P ¢

SiteScope software is

- 's RS > 16.55 247101 : HP SheScope E

@D sSiwscope Mult-View © IMMRIATART LRSCIMSNCCHE AGVINIEWIOr  LOQOWL seeNp

—agentless monitoring for availability and S —————————— S—
performance of distributed IT infrastructures and
applications

— Tons of out of the box content Monitoring for over
150 proactive monitors

— Hierarchical, can be managed across multiple
servers

— Virtualization and Cloud ready e.g.AWS and Cloud
Watch

— Running in 9 mins (freemium)
— Easily extended arich catalog of solutions templates

— Integrations with HPE Operations Bridge, APM and
many more tools.

— Tablet friendly, Multiview dashboard viewed anytime,

I:Ianywhere on iPhone/iPad/ Android devices

Hewlett Packard
Enterprise 26




How Does HPE SiteScope work?

' W >

Reports Alerts Dashboard Unified Console Users & Admins Integrations Mobile

T_T_T_I_t_T_T

HP SiteScope

1

]
.
ot
]
..
End User Firewalls Network Devices Physical & Virtual Application Servers Big Data
— Load Balancers Servers Webservers Databases

Hewlett Packard
Enterprise



Agentless Monitoring with HPE SiteScope

Server Monitors Network Monitors Application Systems

CPU, Disk Space, Memory, Service, iLO, IPMI, Unix Formula Composite, SNMP, SNMP by MIB, SNMP Trap, Monitors
Resources, Syslog, Web Server, NonStop DNS, FTP, Port, Ping, Mail, MAPI, Network Bandwidth, MS
Resources/Event Log. MS Windows: Performance Windows Dialup, Apache Server

Counter, Event Log, Resources, Services State Broadvision Application Server

Check Point, Cisco Works,
ColdFusion Server, COM+ Server

Database Monitors Web Monitors MS Exchange, MS IIS Server, MS ASP

Server

F5 Big-IP, News, Radius
WebSphere MQ Server
Oracle Application Server

Streaming Monitors Virtualization Monitors TP DN S e

MS Windows Media Player, MS Windows Media VMware Performance, VMware Host (CPU, Memory, State, ~ SErver, work process
Server, Real Media Player, Real Media Server, MS Network, Storage), VMware Datastore, Solaris Zones, Siebel Application server, Siebel log, Siebel
Lync (Edge, Registrar, Archiving, Director, Mediation, Microsoft Hyper-V , Amazon CloudWatch, KVM, Generic web server

AV conferencing) AR SunOne Web Server, Tuxedo, UDDI Server
WebLogic Application server

Generic Monitors Integration Monitors (EMS) WebSphere Application Server

XML Metrics, Composite Technology Database, Log File, SNMP Trap, Web Service WebSphere Performance Servlet

Directory, File, IMX, Log File, Script, Web Service :En\sggr;];ation, HP OM Event, HP Service Manager, NetScout UDDI

Custom WMI, Custom Log File, Custom DB, Custom HAProxy, Memcached
(QEVEY!

—

Hewlett Packard
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Database Counter, Database Query, IBM DB2, Oracle e-Business Transaction, WebScript, Link Check, URL, URL
Database, Microsoft SQL Server, Sybase Database Content, URL List, URL Sequence




Docker
What is Docker?

—

Hewlett Packard
Enterprise
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Docker Cluster

Enterprise

Cluster Manager

Node Docker Service

Container

Workload

30
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N

Node in Cluster

uster
iy s |

N

Node in Clusy
Node in Cluster

Node in Cluster

T

~

Node in Cluster

e

-
’

Cluster Node in Cluster

Docker

NN NIRRT NENE IR e

SiteScope Docker Monitoring

Cluster Manager Use Case

SiteScope Server

Cluster Manager
Swarm or Kubernetes

—
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What i1Is RUM

All Users, All Devices, All Locations
Collect end user experience data from browsers Collect application performance data from the

1 or mobile devices 2) network at the web tier, app tier or database
loud

w Employees
services/ISP I
- L} -:IJ-:IJ
Network Databases
\

Browser

Web servers  \Web services Mainframe

CltrIX /Load balancer Application servers/

composite applications
Virtual / physical or hybrid environments

/ Mobile I —
carriers - ‘m (servers or networks)

Employees/ ~ Mobile .
Customers Firewall RUM Probes RUM Engine

—

Hewlett Packard
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Broad protocol support for network monitoring

—HTTP/S — Citrix XenApp

— Flash/ActionScript AMF —IBM WebSphere MQ
—Oracle Forms NCA
— SAPGUI

—SOAP — HTTP Based
—WCF - TCP Based

—IBM DB2

— Microsoft SQL Server
— IMAP —MySQL Database Server
—POP3 —Oracle DB (Thin JDBC
—SMTP Client)

—

Hewlett Packard
Enterprise

— DNS - Generic UDP

— RDP — Generic Streaming TCP
— RMI Registry — Generic TCP

— SSH — Generic Streaming TCP

—FTP
—1SO 8583
— LDAP

— NDC



This is a rolling (up to 3 year) Hewlett Packard Enterprise IT Operations Management Strategy & Direction and is subject to change without notice”

HPE RUM for Docker

Docker Host Management

| ol x| ¢f| %]l ol 5=l @l

| Enabled | Name | Hostip. [ Type | Probe Management
= s -Host01 161842432 KubemetesMaster Manual
16.166.99.206 jarmMana Automatic
16.183.9248 DockerEngine Automatic
16.166.96.200 DockerSwarmManager Automatic
16.183.92.46 DockerEngine Automatic

R I.l.a.
s s F) R B & B Goowe [Seve vl

Haeme | 1P Addreas

Configure

[ [ sepdbovysg S 5 16,183 52 46

[ [ SeoiO1 socker jo e laltest 15.183.92.45 .

B [ eelb0Z docker jo hipd latest 16 183:92 45 . Reports for Cluster
A 1 docker i hfd labast 16 183 92 45 . "

8 ot e T 10 | Containers Ready
(e — ' kubernetes

B [ crciosmppid ioment 7 el 16063 52 46 .
[ [ cyciosappis fomcat 7 jre? 1510292 45 :
B [ ovciosappds jomont 7 raT 16183 52 46

HPE
RUM for

Container Image Filter Container Mame Filter

“nitpd® —— ‘ Advanced Aut_lqirgratlc
fomeat Sy Filtering =
*mysql* *appdb* ISCovery
= |
1l J 3 1 23
J J
Atgto_matlc Automatic ’ J
niffer Contai
Container IS
Type: I Docker Swarm Manager

Discovery

i [f50 Management
ort:

Probe Management:
Protocol

Automatic || Docker Probe M

® HTTP | Noas Probe Name

Enter rise 07462 aute_deployed- 0 % 0 _2020  rumsnifferprobe:9.25IP_v02 s s frumsnifferprobe_1463206700818 & 34
P [nDTS0S  auto_deployed-0 S W W _2020  rumsnifferprobec8 26IF_v02 ks irumsnifferprobe_1463206700047 | d +

Container Image [ Name




RUM and Docker Engine
Monitoring your containers hosted on a Docker Engine

Docker Engine Host

Initial Configuration

* Port that users access
(exposed port)

—

Hewlett Packard
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RUM and Docker Swarm
Monitoring your containers hosted on a Docker Swarm

Swarm Manager

Initial Configuration

» Port that users access

(exposed port)
Cluster Mode 1

[

i

Hewlett Packard
Enterprise



This is a rolling (up to 3 year) Hewlett Packard Enterprise IT Operations Management Strategy & Direction and is subject to change without notice”

Automatic App Tier Discovery

Backend tiers are automatically discovered and monitored

« Define the frontend tier (LB-Tier displayed below)
« Backend tiers are automatically discovered and monitored (web and MySQL tiers displayed below)

Discovered fo-disovered-ier-General_Wet

T3 3 1 A3 3

cyclosapp0é
ppIbOT appib02 ppIbOY appib02 ppibO1 ppib02
—
I D i ______________,___T ____________________________________________ A—
I I I I Defined
apprp0O1 apprpOl apprp01 apprp01
— i
—
Hewlett Packard

Enterprise



This is a rolling (up to 3 year) Hewlett Packard Enterprise IT Operations Management Strategy & Direction and is subject to change without notice”

Automatic Container Discovery

New containers are automatically discovered and monitored

= " Dud]n I
appdb »

appdb

cydosapp05  cyclosapp03 cyclosapp02 cyclosappO1 j j J J ]
i l cyclosapp04& cyclosapp03 cyclosapp05 cyclosapp02 cyclosapp01
appib2 appib01

cyclosapp02 cyclosappO1 cyclosapp03 cyclosapp4 cyclosapp05 cyclosapp0é

applib02 applb01

j ] 1

applb01 appib02

apprp01

apprp01

» Docker hosts and cluster managers are polled every few minutes for change

 New containers are automatically discovered and monitored

—

Hewlett Packard
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This is a rolling (up to 3 year) Hewlett Packard Enterprise IT Operations Management Strategy & Direction and is subject to change without notice”

Enhanced Reports for Containers

New Docker Infra report dedicated to displaying unified app tier and Docker topologies

{  Docker_Multi_Tier_Cyclos_App ‘/‘QS% Performance & 72% Awvailability (§} Volume -@ App Infra @ Locations S n D w

App Infrastructure Docker Infrastruct_

Docker infrastructure

@ Total Avg Connection Avg Toral =
Docker Host Awailability Performance Download Traffic
Action Hits Availabil
The actual cause s Ry
~ DockerHost01 (1618392.46) 6 93.80 % 9610 % 100228 216 ° 100,00 % 13136
Container Availability Perfarmanca Total Achc.m Avg D.'anload Cﬂnned‘.lun A\:g Total
Hits Time (sec) Availability Traffic (Mb)
applb01 (1721709) & cwnz @ 1w000% 1904 001 @ 10000% 3
ap
cyclosappOl apprp01 CI7217.012) & =22 @ 5% 5951 039 @ 10000% 889
Tier Web-Tier
Cortainer image tomcat7-jred
svailabiliry 100% cyclosappO1 (17217.07) @ 1o00% 7282 % 1527 1533 @) 10000% £78
Performance FESS
Action Hits 1527
appib02 applb01 Total Requests 1505 cyclosapp0é (17217.0.4) @ wooox @ 3753 316 @ 10000% 687
Total Connection Atternpts 598
cyclosapp02 (17217.0.8) @ wooox @ 10000% 100 002 @ 10000% 017
cyclosapp03 (17217.010) @ wooox @ 10000% 105 002 @ 10000% 018
Actually a appdb (1721703) @ wooox @ 10000% 82770 001 @ 10000% 10132
Symptom
cyclosapp05 (1721705) @® wooox @ oo 100 07 @ 10000% ol
applb02 (172170113 ® 2z @ w2z 4018 035 @ 10000% 64T

Hewlett Packard
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This is a rolling (up to 3 year) Hewlett Packard Enterprise IT Operations Management Strategy & Direction and is subject to change without notice”

Enhanced Reports for Containers

New Docker Infra report dedicated to displaying unified app tier and Docker topologies

4 Docker_Multi_Tier_Cyclos_App

Docker infrastructure

I'ne actual
calise

¢ JO!

cyclosappl3 cyclosappls cyclosappls cyclosapp02 ap "

cyclosappO1
Tier
Cortainer image
Availability
Performance
Action Hits

applb02 applb01 Total Regquests

&4 95% Performance ¢ 72% Auailability

App Infrastructure

Web-Tier
tomcat7-jred
100%

FESS

1527

1595

Total Connection Atternpts 598

Actually a
Symptom

Hewlett Packard
Enterprise

(§} Volume -@ App Infra @ Locations L8] n D w
Dacker Infrasfruct_

Avg Awvg Total

Total Connection
Docker Host Awailability Performance S Download Availability Traffic
Time(sec) (Mb)
~ DockerHost01 (1618392.46) 6 93.80 % 9610 % 100228 216 ° 100,00 % 13136
Container Availability Perfarmanca Total Achc.m Avg D.'anload Cﬂnned‘.lun A\:g Total
Hits Time (sec) Availability Traffic (Mb)
applb01 (1721709) & cwnz @ 1w000% 1904 001 @ 10000% 3
apprp01 (17217.012) & s=ax: @ 9w 5951 032 @ 10000% 889
cyclosappO1 (17217.07) @ 1o00% 7282 % 1527 1533 @) 10000% £78
cyclosapp0é (17217.0.4) @ wooox @ 3753 316 @ 10000% 687
cyclosapp02 (172170:8) @ wooox @ 10000% 100 00z @ 10000% o017
cyclosapp03 (17217.010) @ wooox @ 10000% 105 00z @ 10000% o8
appdb (1721703) @ wooox @ 10000% 82770 001 @ 10000% 10132
cyclosapp05 (17217.05) @® wooox @ oo 100 07 @ 10000% 018
applb02 (172170113 ® 2z @ w2z 4018 035 @ 10000% 64T




RUM for Docker

Demo

—
Hewlett Packard
Enterprise
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APM Demo
Troubleshooting a Docker-based application

— Starting in the Application Health Dashboard
— Notice application with Critical availability
— Drill down into the Application Overview
— Dirill into the failures
— Note the error log —

— Note the Action associated with that response — expand the action

— Drill to Session details
— Note the action in the session on which the request fails
— Drill into the Application Infrastructure
— Drill into Docker Infrastructure
— Note the topology of the request and the application
— ldentify the root cause of the problem to the container level and it’s location

—

Hewlett Packard
Enterprise
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is a rolling (up to 3 year) Hewlett Packard Enterprise IT Operations Management Strategy & Direction and is subject to change without notice”

Applic ations |_ Administration

MyBSM

Service Health

350° View | Custom Image | Geographic Map | Meighborhood Map | Problematiz Subtree — Cross WViews Page | Topology Map | Top View | Watch List

Application Health

Service Level Management

Status Snapshot

SLA Reports - SLA Status | SLAs Summary | Tl Summary | HI I Summary | Cl Impact | CI Status | Time Range Comparison | Cls Gver Time | Cl Time Comparison
Alerts

Outage Reports - Cutage Distribution | Outage Breakdown | Cutage Summary

5LA Management

Change the default page...
End User Management

Status Reports - Application Summary | Application Health | Status Snapshot | Location Summary | BPM Performance Status | RUM Global Statistics

Analysis Reports - Triage Report | Tiage Raw Data Report | Metrics Over Time | Performance Analysis | BPM Performance Owver Time | BPM Response Time by Percentile | BPM Error
Summary | RUM Transaction Summary | RUM End User Group Summary | RUM Action Summary | RUM Sezsion Summary | RUM Tier Summary | RUM Session Analyzer | RUM Event
Summary | RUM Application Infrastructure Summary

Utilities - BEPM WebTrace Report | BPM Hop Report | EPM Page Component Breakdown on Demand | EPM WebTrace on Demand | BPM Transaction Invocation | EPM Self Monitoring
Alerts - Alerts Log | Alerts Count Ower Time | Alerts Count Summary

Production Analysis - RUM User Flow Analytics | RUM Business Progess Distribution | RUM Typical Transaction Load | RUM Location Load Analysis

Business Process Recognition - RUM Business Process Recognition Tool | RUM Business Process Recognition Settings

Mobile Reports - RUM Mobile Health

Diagnostics

System Availability Management

Site Scope Over Time Reports - Monitor Performance | Cross-Performance | Group Performance | Status Surmmary | Waming Summary | Eror Summary

Event Log

User Reports
Report Manager

Custom Query Builder

KPls Summary

KPls Trend

KPls Distribution Owver Time
KPls Over Time

Cl Status Alerts




Dashboard: Applications (93 Groups (0

Docker_Multi_Tier_Cyclo.. ff 1003

Critical

From: &/12/16, 9:03
Availability
=20 =

L ] n

jPetstore F3:

Critical

From: 5/31/16, 11:21
Availability
- — -/'*
=20 2

Docker_Single_Tier_JPe...

Mo Data

From: 5/28/16, 3:36
Availability
- — 7"-
zal

K8s_Multi_Tier_Cyclos_A..

Mo Data

From: 6/8/16, 8:48
Availability
- — 7
anl

Dockerized_Cyclos_App

No Data

From: 6/9/16, 9:36
Availability
e — 7‘
zal

K8s_Multi_Tier_Cyclos_L..

No Data

From: 5/18/16,10:15
Availability
e — 7‘
=al

DockerizedApp0O1

Mo Data

From: 5/23/16, 5:00
Availability
- — -/'*-
zal

=

Mulfi-Tier

Mo Data

From: 6/12/16,11:14
Availability
- — -/'*-
anl

L 2R 2

DockerSwarm_MultiTier :
No Data
From: 6/8/16, 8:48

Availability

=2 ==
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A aun e

Dashboard: Applications (93 Groups (0) 0 <> . °
Docker_Multi_Tier_Cyclo.. f 105§ Docker_Single_Tier_JPe... : Dockerized_Cyclos_App : DockerizedApp0O1 : DockerSwarm_MultiTier :
Good No Data No Data No Data MNo Data
From: 6/11/16, 8:53 From: 5/28/16, 3:36 From: 6/9/16, 9:36 From: 5/23/16, 5:00 From: 6/8/16. 8:48
Performance Availability Availability Availability Availability
[ 5 o - | - — ,7 - — ,? - — ,? - — ,?
L] =nl == anll == zal == zal == zal ==
L 4 n n n n n n n n n
jPetstore f3: K8s_Multi_Tier_Cyclos_A.. : K8s_Multi_Tier_Cyclos_L.. : Multi-Tier :
Critical No Data No Data No Data
From: 5/31/16,11:21 From: 6/8/16, 8:48 From: 5/18/16,10:15 From: 6/12/16, 11:14
Availability Availability Availability Availability
e — ‘? - — '? - — '? - — '?
=20 = =20 = =20 = =20 =
L ] n n n n n n n
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>> ‘ Docker_Multi_Tier_Cyclos_A.. -~ < Previous Two Hours > Sl Dow oM B O

App Overview

B Response (sec) Availability (%) H
98.67: . —
Average Availability
—)\ O 01 sec
I:||:||] verage Response Tim

@ 3.5k

Total Failures

827

Real User Volume

Ri

0 - Il = N E . E E EE m N E NN E o m == 0
4:00 PM 6:41 PM

e e S [Blremm e R et R e (e e N (R e
vesTigartion kecommendarions (previous nour) 46
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‘{ Docker_Multi_Tier_Cyclos_App @&1100% Performance ¢ 61% Availability  {§) Volume K Appinfra (@M Locations H BRIV &

Sessions Actions Transactions Error Log

ERROR LOG

» Event Name ¥ Action ¥ Event Time Server Name End User Group Event Details

»  Request not found (500)
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>> ‘ <  Docker_Mulfi_Tier_Cyclos_App @1100% Performance ¢ 61% Availability  {§) Volume & Appinfra (@ Locations H BRI
Sessions Actions Transactions Error Log
ERROR LOG
»s EventName ¥ Action ¥ Event Time Server Name End User Group Event Details

»s Request not found (S00)

http/1618392 46:8080/cyclos/do/member/accountd..

Request not found hitpaf1618392 44:8080/cyclos/do/member/accountd.. 06162016 18:40 apprpOldockeriohttpdlatest_ Others Status e 404 - Not Found
Request not found hitpyf1618392 46:8080/cyclos/do/member/accountd... 06/14/2016  18:40 apprpOldockeriohttpdlatest_ Others Status code 404 - Not Found
Request not found hitpu1618352 46:8080/cyclos/do/member/accountd... 06/14/2016 1840 apprpOldockeriohitpdlatest_ Others Status code 404 - Not Found
Request not found httpu1618352 446:8080/cyclos/do/member/accountd... 06/14/2016  18:40 apprp0ildockeriohitpdlatest_ Others Status code 404 - Not Found
Request not found hitpe1618392 44:8080/cyclos/do/member/accountd.. 06162016 18:40 apprpOldockeriohttpdlatest_ Others Status code 404 - Not Found
Request not found hitpu1618392 46:8080/cyclos/do/member/accountd... 06/14/2016  18:40 apprpOldockeriohitpdlatest_ Others Status code 404 - Not Found
Request not found hitpu1618352 46:8080/cyclos/do/member/accountd... 06/14/2016 1839 apprp0idockeriohttpdlatest_ Others Status code 404 - Not Found
Request not found hitpoi 1618392 46:8080/cyclos/do/member/accountd.. 06/14/2016  18:39 apprpOldockeriohitpdlatest_ Others de 404 - Not Found
Request not found hitpu1618392 46:8080/cyclos/do/member/accountd... 06/14/2016 1839 apprp0idockeriohitpdlatest_ Others Status code 404 - Not Found
Request not found hitp1618392 46:8080/cyclos/do/member/accountd... 06/14/2016 18:39 apprp0idockeriohitpdlatest_ Others Status code 404 - Not Found
Request not found hitpaf1618392 44:8080/cyclos/do/member/accountd.. 06162016 1839 apprp0Oldockeriohttpdlatest_ Others Status code 404 - Not Found
Reguest not found hitpuf1618392 46:8080/cyclos/do/member/accountd.. 0&6/14/2016 1839 apprpOldockeriohitpdlatesi- Others Status code 404 - Not Found
Request not found hitpu1618352 46:8080/cyclos/do/member/accountd... 06/14/2016 18:38 apprpOldockeriohitpdlatest_ Others Status code 404 - Not Found
Request not found hitpu1618352 46:8080/cyclos/do/member/accountd... 06/14/2016 1838 apprp0ldockeriohitpdlatest_ Others Status code 404 - Not Found
Request not found hitpe1618392 44:8080/cyclos/do/member/accountd.. 06142016 1838 apprpOldockeriohttpdlatest_ Others Status code 404 - Not Found
Request not found hitpu1618392 46:8080/cyclos/do/member/accountd... 06/14/2016 1838 apprpOldockeriohitpdlatest_ Others Status code 404 - Not Found
Request not found hitp1618352 46:8080/cyclos/do/member/accountd... 06/14/2016 1838 apprpOldockeriohttpdlatest_ Others Status code 404 - Not Found -
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|=> Refresh 7 ¥
Properties
Start time: 6/15/2016 4:38 AM
Application: Docker_MultiTier_Cyclos_App  Client IP: 1476501
End user Cthers [0.0.0.0- Client host name:  N/A
subgroup: 255.255.255.255]

User name: 2eed7
Location: Rio De Janeire

Server IP: MIA
Total Traffic 78
(KB): : Arrived from: MNiA
Duration na Client type: Safari Mobile
(hh:mm:ss): 00:08:24

HTTP version: HTTRI1.1
Operating
system: NiA Total action hits: 20
Latency (ms): 135.82
General Events

@ Mo data was found.
Actions
¥ o2 gl N & ¢ -
Action Start Time Application Events Total Server | Hetwor | Client Think Total Snapsho | =
Time Time k Time | Time Time Traffic |t
(Sec) (Sec) (sec) [(sec) (sec) (KB}
hittp: i 6 183 92 4680800y clos! EMS2016 043 m - 0210 0014 0196 0.0o0 0a12 49| Mo
hittp: i 6 18392 46: 8058000y e, ipal=j2ee0 Spazsword="*  GM22016 045 W - 0.209 0.008 0.201 0.0o0 0.7eg 0.8 Mo
http: M6 1583 .92 46: 50500 cy clos/do/member hame*fromkeny 6M 52016 04: 3 W - 0215 0.015 0.200 0.000 0.525 0.7 | Mo
hitp: M E 158392 4650500y, rue&fromGuickAccess=true  BM 52016 04,3 W - 0212 0015 0197 0.000 0.503 0.7 | Mo =
http: M 61583 .92 46: 50500y e memberiprofile?frombdenu=tr, BM 52016 04: 3 W - 0215 0.014 0201 0.000 0.503 0.7 | Mo
http: M E 15392 4650500 cy e, accourtDetails T frombdenu=tr. 6M 52016 04,3 ¥ Reguestn.. .01 0.007 0.004 0.000 0.000 5.2 Yes
Hitp M E 15392 46: 805000y .coountOverview Pfromienu= M 52016 04: 3 W - 0.218 0.013 0.205 0.000 0797 0.7 | Mo
http: M6 18392 46:8050/cve. . ypeld=S& fromiCuick Access= 632016 04: 5 W - 0216 0015 0.201 0.0o0| §2.462 0.7 | Mo
hittp: (M 6.1 5392 46 5080y clos/) 6152016 04: 3 W - 3029 - 04190/  oooo|  o.0o0 5.0 Ma
-

hittp: i E 183 92 46: 308000y ipal=j2ee07 &pazsword=***  BMSI2016 043 W - 2M2 0199 0.0o0 0.303 03| Ma
Hitp: M E 153 .92 46805 0cy closidomember home M frombeny 6M152016 04:3 W - 0.228 0.022 0.206 0.000 0.ya7 0.7 | Mo
http: M 61583 92 46: 850500y e rue&fromGuick Access=true | BM 52016 04: 3! W - 0216 0.016 0.200 0.000 0.501 0.7 | Mo
http: M E 15392 4650500 cy . memberiprofile T fromidenu=tr,. 6M 52016 04,3 W - 0217 0.014 0.203 0000 0.500 0.7 | Mo
http: M 61583 .92 46: 50500 cy e, accourtDetailsTfrombdenu=tr BM 52016 04: 3 i 1] Request n... 0.014 0013 0.001 0.000 0.000 5.2 Yes = ]
hne o p p n 2 ne . | g A = o cafl o b

[l Critical | ok

L.

Dawvrtime

B Actions included in the selecte...
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TV

Docker_Multi_Tier_Cyclos_App ‘/[‘IOO% Performance & 61% Availability  (§) Volume & App Infra @ Locations H b w B
Sessions Popular Actions

SESSIONS VOLUME BY | Browser s

Sessions
79 sessions
&0
&0
49 sessions.
45 sessions 4k sessions
41 sessions
3% sessions 39 sessions 39 sessions

40 37 sessions
0

Chrome 440 Internet Explorer Mo Metscape 71 Internet Explorer 8._ FireFox 360 Internet Explorer 10.. Mozilla 5.0 compatib_ Safari Mobile Opera 98

G) The top 10 results for each property are displayed

50



_This is a rolling (up to 3 year) Hewlett Packard Enterprise IT Operations Management Strategy & Direction and is subject to change Withouzi_rjgtlicue_”

Ly
> ‘ < Docker_Multi_Tier_Cyclos_App @1100% Performance ¢ 61% Availability  {§) Volume & Appinfra (@ Locations H IR
Sessions Popular Actions

SESSIONS VOLUME BY 0S ~

Username
Sessions
as
Browser
300 297 sessions
200
100
47 sessions
3% sessions 39 sessions
o
Windows WindowsPhone Undefined value Macintosh

@ The top 10 results for each property are displayed




>> ‘ 4 Docker_Multi_Tier_Cyclos_App ‘/"IOO% Performance

fdo/login?operatorlogin=*&amp;password="&amp;principal="&amp;principaltype="&ampvalidati_

</do/member/home?*rommenu="*

hitp 1618392 446:8 member/profile?frommenu=*&amp;fromgquickac

NHp1618392 46:8( os/do/member/profile?frommenu=*

http s/do/member/accountdetails?frommenu=*

https /member/accol ~frommenu=*

http s/fdofmember/faccounthistory?fromguickaccess=*&amp;memberid="*&amp:singleaccount="&amp;typeid..
http: cyclos/do/member/notificationpreferences?frommenu=*

hitp618352 4£6:8080/cyclos/do/member/searchmembers *frommenu="*

& 1% Availability

Sessions

(§) Volume

Popular Actions

@ App Infra

@ Locations

Action Hits

636

Defined

No
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Application Health admin [ [ @y 7

< Docker_Multi_Tier_Cyclos_App @&1100% Performance ¢ 61% Availability  {§) Volume K Appinfra (@M Locations H IR

App Infrastructure Docker Infrastruct_

PERFORMAMCE & AVAILABILITY BY TIERS & SERVERS

Total Connection

Tier Availability Performance Total Action Hits Slow Action Hits  Avg Download Time(sec) Connection Availability Avg Total Traffic (Mb) Total Requests Attempts
Y  auto-disovered-tier-General_Web ’ 36 % . 100100 % 1291 0 003 . 100,00 % 7 14187 1522
Y auto-disovered-tier-MySQL . 10000 % . 10000 % 101918 0 0o N/A 13805 10918 0
> LB-Tier & u2x @ 1ooo0x 6448 0 025 @ roo0oox 1351 7124 1003
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>> ‘ < Docker_Multi_Tier_Cyclos_App

PERFORMANCE & AVAILABILITY BY TIERS & SERVERS

Tier

~ auto-disovered-tier-General_Web
Server Name
cyclosapp02 tomcat7jre71618392.46 O
applb02 dockeriohitpd latest1618392.46 O
cyclosapp03tomcat 7jre71618392.46 O
cyclosapp0Lfomcat 7 jre7 161839246 O
applbOldockeriohttpdlatest1&18392.46 )

> auto-disovered-tier-MySOL

2 LB-Tier

Availability
& N%
Availability

@ ocox

& o0

@ 0ooox

& o0

@ 0oc0x

@ 1oocoox
& 2%

‘1100% Performance

Performance

@ 10000%

Performance
@ o000x
@ 000
10000 %
10000 %
10000 %

10000 %

10000 %

& 61% Availability

App Infrastructure

Total Action Hits

1291

Total Action Hits

323

5783

37

5823

&75

101918

6448

(§) Volume

& App Infra

Docker Infrastruct_

Slow Action Hits

Slow Action Hits

Avg Download Time(sec)

003

Avg Download Time (sec)

002

om

oo

om

035

om

@ Locations

Connection Availability

10000 %

Connection Availability

10000 %

10000 %

10000 %

10000 %

10000 %

N/A

10000 %

Avg Total Traffic (Mb)

i

Avg Total Traffic (Mb)

12

nez

e

nio

248

12805

1351

Total Requests

14187

Total Requests

454

6125

450

175

983

101918

7124

Total Connection

Attempts

1522

Total Connection

54

Attempts

203

419

192

78

530

1003
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V

‘ <  Docker_Multi_Tier_Cyclos_App ‘f‘IOO% Performance .’1 61% Availability (@) Volume é: App Infra @ Locafions H b w

App Infrastructure Docker Infrastruct_

DOCKER INFRASTRUCTURE

O]

]

appdb
cyclosapp03 cydosapp02 cyclosapp05
applbOl applb02

apprpOl
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>> ‘{ Docker_Multi_Tier_Cyclos_App @1100% Performance ¢ 61% Availability  {§} Volume &% Appinfra (@) Locations H B e

App Infrastructure Docker Infrastruct.

DOCKER INFRASTRUCTURE

O]

]

appdb
cyclosapp03 cyclosapp02 cyclosapp05
applb0l applb02

apprp0l
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(T

V

‘ <  Docker_Multi_Tier_Cyclos_App ‘1100% Performance .’1 61% Availability (@) Volume & App Infra @ Locafions H b w

App Infrastructure Docker Infrastruct_
DOCKER INFRASTRUCTURE
Total Action #Avg Download Connection Avg Total
@ Docker Host Availability Performance ] : I
Hits Time(sec) Availability ~ Traffic (Mb)
A | | |
ckerEngine0? (1618392 46) ® wox ® oo 121287 010 Q® = 17947
appdb
cyclosapp03 cydesapp02 cyclosapp05 )
applbOl applb02
apprpOl
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>> ‘ 4 Docker_Multi_Tier_Cyclos_App
DOCKER INFRASTRUCTURE

O]

cyclosapp03

appdb

applbd

cydosapp02

apprp0l

applb02

‘ﬁ‘IOO% Performance

cyclosapp05

&1 61% Availability

App Infrastructure

(§) voume & Appinfra (@ Locations H IR e
Docker Infrastruct_
I Total Action Avg Download Connection Avg Total
Docker Host Availability Performance . ) -
Hits Time(sec) Availability  Traffic (Mb)
~ DockerEngine02 (161839246) ® wox ® oo 121287 010 ® - 7947
) I Total Action Avg Download Connection  Avg Totfal Traffic
Container Availability Performance
Hits Time (sec) Availability (Mb)
applb01 (1I7217.011) @ ooz @ 10000% 75 035 @ 10000% 248
apprp01 (17217.012) ® . 10000 % 6,448 025 . 10000 % 1351
cyclosapp03 (17217.08) @ ooox @ r0000% 217 001 @ 10000% 119
cyclosapp0s (1721707) & o . 10000 % 5823 001 . 10000 % 110
cycosapp02 (17217.09) @ ooox @ 0000% 323 002 @ 10000% =
appdb (172170.3) @ ooox @ r0000% 101918 001 N/A 13805
applb02 (17217.010) & ozrx . 10000 % 5783 001 . 10000 % 1193
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‘ ¢  Docker_Multi_Tier_Cyclos_App "[ 100% Performance

DOCKER INFRASTRUCTURE

O]

appdi¥
I )
cyclosapp0S
losappl3 cychisapp(2 4 ap
Tier auto-disoverod-tier-General_Web
Container image tomcat7-jre?
Availability Q0%
Ferformance 100%
Action Hits 5823
Total Requests &5
Tetal Connection Attempts 178
applbOl applb02

& 61% Availability

App Infrastructure

(§) Volume & App Infra

Docker Infrastruct_

@ Locations

This is a rolling (up to 3 year) Hewlett Packard Enterprise IT Operations Management Strategy & Direction and is subject to change Withoqzjnolt/:ge”

uu

0w Q

Docker Host

' DockerEngine02 (1618392.48)

Container

applb01 (17217001

apprp01 (17217012)

cyclosapp03 (17217.08)

cydlosapp05 (1721707)

cyclosapp02 (1721709

appdb (1721703)

applb02 (172170100

Availability
® oo
Availability

@ cooox

¢ oz
@ ooox
& 0m3
@ ooox
@ ooox
& ooz

Performance

. 10000 %

Performance

10000 %

10000 %

10000 %

10000 %

10000 %

10000 %

10000 %

Total Action
Hits

121287

Total Action

Hits

&75

6448

37

5823

33

meia

5783

Avg Download
Time(sec)

010

Avg Download
Time (sec)

Q35

025

001

001

002

001

001

Connection Avg Total
Availability  Traffic (Mb)

® = 7947
Connection  Avg Total Traffic
Availability (Mb)
10000 % 248
10000 % 1351
10000 % e
10000 % mo
10000 % 121
N/A 13805
10000 % na3




Predictive Analytics
Service Health Analyzer - SHA

—
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Enterprise
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Wy SETVICE Mealin HHUIYLBF

ey

0 Anomaly Detected | started at 11/28/11 6:30 AM| No end date. Investigate >

APPLICATIONS/SERVICES SLA LOCATIONS
Advantage Banking (5ervice) | Advantage Infrastructures SLA Mew York 20 Locations
Users affected: 89 (83%) Ex ded
ceeds Singapore 10 Locatons
EUM Report SLM R .
=0 REpOrt London 8 Locations
Paris 8 Locations

Similar Anomalies

Type [Pattern] Known lssue Cl Stock Trader Host {host) Occurrence 117811 12:20 PM
Description There is a DB issue, Abnormal metric Paging File Usage Similarity 1%

Incorrect db server memory

configuration causes high Remediations Anomaly Details

swap rate
Submitted on 23/4/2011 13:46 Occurrence 11/8/11 7:50 PM
Submitted by Kate J. l Stock Trade DB (mssql_db) Similarity 78%

Pattern Details Abnormal metric  Transactions Per Second Anomaly Details

Femediations
Tvype [Lawver Analysis] SERVER
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[ e Nl = o) 2 -

el ¢ lwleleldlE

| [CiFiter |
G ) Fittered : 7/7
=
[|Business T.. 212 B |
[ Host 212 R |
[IMss@L Da.. 22 R |
[] J2EE Appii... 11 TR
=
[ Software 303 |
[|BusinessE.. 212 B |
[ Infrastructure 242 R |

s

@,
=
Businesz Enablement
— Stock Purchase — Make Payment
=}
Software
i_ Stock Trade OB i_ OBA DB }1 JZEE Application
-
é & ¥ -é&ﬁ g @
Infrastructure
E Stock Trader Host E abadh @ Abnormal Metrics [
] e (@) 7 i@ W Discovered Changes
§ Mevents
&  Bincdents
[& @ Pianned Changes
P
=
=
[k
=
L
=
=
E
=
=
A00 Ak 2:00 AR H:00 AR 4:00 AR 5:00 AM 6:00 Akl T:00 AM H:00 AR 9:00 AM
]
G (& [




APM

Service Level Management

[

Hewlett Packard
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-y ApPpPncalon medim aamin | I_? 'I_I:LI' -r'
>> ‘ Service Level Management 9 ¢ &
Advantage Banking Premium SLA 3 Advantage Premium Banking Inf.. 3 Email Service SLA : Infrastructures SLA - Advantage :
MINOR
n
§ 7
S 8 8
D W M Q D W M Q D W M Q D W M Q
L L L || [ ] | L L |
Mobile SLA - Advantage : Revenue SLA - Advantage : salesforce.com : T-Mobile SLA(1) :
HMINOR
g g
s 8 i
D W ™M Q D W M Q D W ™M Q D w M Q Q
L L L L n L L ||

+




N

>> ‘ Service Level Management

This is a rolling (up to 3 year) Hewlett Packard Enterprise IT Operations Management Strategy & Direction and is subject to change without notice”

ApPpPncalon medim

Advantage Banking Premium SLA

D W

Mobile SLA - Ag

D W

SLA Status - Advantage Banking Premium SLA

Advantage Banking Premium

Advantage Premium Banking Services

brokerage_premium

brokerage_premium_login

brokerage_premium_logout

BrokeragePremium

buy_premium_stock

: Advantage Premium Banking Inf...

: Email Service SLA

Advantage Banking Premium

Advantage Premium Banking Services

brokerage_premium

brokerage_premium_login

brokerage_premium_logout

BrokeragePremium

buy_premium_stock

aamin | 1757 'I_I:LI'

9 ¢ A

Infrastructures SLA - Advantage

Quarter
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>> ‘ Service Level Management 0‘ ® A

@ Advantage Banking Premium SLA 3 Advantage Premium Banking Inf... @ Email Service SLA : Infrastructures SLA - Advantage

SLA Status - Advantage Banking Premium SLA

Mobile SLA - Ag

Day

Week

Month

Apﬂl



With an Eye Towards the Future
The Unified APM & AppPulse Story

| I—
Hewlett Packard
Enterprise
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APM enables DevOps

3 Help IT survive rapid delivery and
constant change by allowing controlled
self service application management
Give IT visibility into the UX

Q Give development teams insight to
production for optimizing app
performance, experience and usability

Application

<> _
#=/ Lead the Enterprise DevOps

—

Hewlett Packard
Enterprise



Strategic Priorities

« Cont. product innovation and rapid releases
* Free version for developers

* Increase global SaaS presence

 Embed Analytics

Innovate and Expand

- « Simplify product structure and packaging
introduce AT Sute « Unify On-Premise and SaaS offerings

» Integrate AppPulse to On-Premise APM

Hybrid Delivery » Bring AppPulse On-Premise

—

Hewlett Packard
Enterprise



Strategic Direction

FUTURE

NEXT

CURRENT

—

Hewlett Packard
Enterprise

Hybrid Analytics UXT

Integrate DevOps
SaaS and On-Prem Collaboration & Lifecycle

User Experience

Simplify and Modernize Application Monitoring

APM AppPulse

siadojana( 10} 9914
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Holistic monitoring strategy

IT Ops
Event management
Alerts

Consolidated
dashboards

Performance and
availability
troubleshooting

Support mobile, web,
enterprise and packaged
applications — SAP,
Siebel, Citrix etc.

—

Hewlett Packard
Enterprise

End to end transaction visibility

Real user experience

Proactive synthetic

Infrastructure

App Team

Self Service

UX measurement
Client isolation
Code level visibility
User behavior
Business insights

Agile closed loop
process for fixes



APM or AppPulse

Why choose?

IT Ops team

O
2
T l T
APM connected into || —
Ops Bridge
“‘_____.....‘-‘-‘;::VV'.'.:;:.- .................
API UX Application System
Monitoring Monitoring Monitoring Monitoring

—
Hewlett Packard

Enterprise

App team

AppPulse




Unified APM Suite

APM Ops Real-time BVD
Consolidated APM/AppPulse Manager Metrics Custom business
i | > dashboards
Consolidated Application Health
Application Health Index (status, trend, SLA, predictive)
Metrics OpSA

—» Cross-domain analytics
BPM / RUM

Scheduled
SiteSCOpe Reports Drilldown %&Cls
Drilldown

T # OpsB
AppPulse Suite

: : Consolidated
Events
Active + Mobile Browser LN Operations
AppPulse Trace

—

Hewlett Packard
Enterprise



Unified Application Monitoring Architecture

RGOMZID ..........................................

Open API

>

—

Hewlett Packard
Enterprise

AppPulse MOBILE

On Premise

- App
|l ............ »  Server

ll AppPulse TRACE

I‘ _ SiteScope
g! APM 9.30 N

Reports and Alerts

= =
>
at T RUM
lL Events s [F—

(=]

[=—]

OMi 10



Summary

— We reviewed the APM story including BPM, RUM and SiteScope
— We looked at the capabilities of Real User Monitor and drilled into the Docker monitoring features

— We looked at a specific instance of troubleshooting a containerized application and identified the container
in trouble and the server it is running on.

— We reviewed the capabilities of APM predictive analytics and the new SLM interfaces

— We presented the forward looking vision for how APM and AppPulse will walk into the future

—

Hewlett Packard
Enterprise 75
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« Complete the short survey and opt-in for more information from
Hewlett Packard Enterprise.
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